
Quick overview of basic 
concepts in Sta4s4cs


(and	a	few	bad	jokes)	
	



Mo4va4on


Sta1s1cal	concepts	can	be	subtle	and
difficult	to	explain	
	

	

I	thought	it	would	be	useful	to	review	some	central	
ideas	in	Sta1s1cs		



Overview


Descrip1ve	sta1s1cs	
•  Distribu1ons,	sampling	
•  Descrip1ve	sta1s1cs	and	plots	
•  Sampling	distribu1ons	

	
Inferen1al	sta1s1cs		

•  Point	and	interval	es1mates	
•  Confidence	intervals	and	the	bootstrap	
•  Hypothesis	tests	

If	there	is	interest:	neural	data	analysis		
	

	



Where do data come from? 


Distribu(ons!	
	

Truth!	Data	L	



How do we get data? 


Simple	random	sample:	each	
member	in	the	popula1on	is	
equally	likely	to	be	in	the	sample		
•  Random	selec1on	

Soup	analogy!	
	

Q:		Why	is	this	good?		



An Example Dataset (flight delays)
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Variables	



Categorical	Variable	 Quan1ta1ve	Variable	
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An Example Dataset (flight delays)




What is a good first step when analyzing data? 


What	is	a	useful	plot	
for	categorical	data?	

What	is	a	useful	plot	
for	quan1ta1ve	data?	



Box and violin plots




Joy plots


Neat	fact:	Some	sta1s1cians	find	violin	plots	ugly		
•  Why	do	they	find	them	ugly?		

X-mass	ornaments	



Dynamite plots


Neat	fact:	Many	sta1s1cians	hate	dynamite	plots	
•  Why	do	they	hate	them?		



What is a sta4s4c?  


A:	A	single	death	is	a	tragedy;	a	million	deaths	is	a	
sta1s1c.	

-	Joseph	Stallin	

Descrip1ve	sta1s1cs	describe	the	data	you	have	
collected	
•  Usually	denoted	with	roman	characters	

•  A	single	categorical	variable:	propor1on 	 		
•  A	single	quan1ta1ve	variable:	the	mean 	 		
•  A	pair	of	quan1ta1ve	variables:	the	correla1on		



Example sta4s4c: correla4on coefficient 


The	correla1on	coefficient	r	is	a	sta1s1c	that	measures	
the	linear	associa1on	between	two	variables	X,	and	Y	

r	is	an	es1mate	of	ρ	

r	



Side note: correla4on ≠ causa4on


The	correla1on	coefficient	r	is	a	sta1s1c	that	measures	
the	linear	associa1on	between	two	variables	X,	and	Y	



Descrip1ve	sta(s(cs	are	usually	denoted	with	roman	
characters	

•  A	single	quan1ta1ve	variable:	the	mean	
•  A	single	categorical	variable:	propor1on 	 	 		
•  A	pair	of	quan1ta1ve	variables:	the	correla1on		

A variety of sta4s4cs than can be 
used to describe data


pŝocial	
r	



Popula1on/process	parameters	are	usually	denoted	with	
greek	characters	

•  A	single	quan1ta1ve	variable:	the	mean	
•  A	single	categorical	variable:	propor1on 	 	 		
•  A	pair	of	quan1ta1ve	variables:	the	correla1on		

Sta4s4cs have corresponding 
parameters


πsocial	

ρ	

(infinite	data)	
(infinite	data)	



Sta4s4cal inference

We	use	sample	sta(s(cs	to	
make	judgements	about	
popula(on	parameters	
	
	

x̅	

μ	



π,	μ,	σ,	ρ	

p̂,	x̅,	s,	r	

Sta4s4cal inference




Es4ma4on


Point	es3ma3on:	
	
	
	

x̅		is	a	point	es1mate	for	μ	

μ	 x̅	



Regression

Sh
ar
k	
a`

ac
ks
	

Ice	cream	sales	

The	bi's	are	usually	chosen	to	minimize	the	MSE:	

In	linear	regression,	we	try	to	fit	a	line	to	our	data	

Truth:		y		=				β0			+		β1	·	x	
Fit:							ŷ			=			b0			+		b1	·	x	



Regression cau4on # 1

Avoid	trying	to	apply	the	regression	line	to	predict	values	
far	from	those	that	were	used	to	create	the	line	



Sta4s4cs have distribu4ons too!


A	sampling	distribu3on	is	the	distribu1on	of	sample	
sta1s1cs	computed	for	different	samples	of	the	same	size	
from	the	same	popula1on		
	
	
	
	
	
	
Sampling	distribu1on	are	omen	approximately	Normal				
•  Due	to	the	central	limit	theorem:	sums	of	many	random	
variates	lead	to	a	Normal	distribu1on	

	

x̅1,	x2̅,	x3̅,	…,		x̅k	



Es4ma4on


Point	es3ma3on:	
	
Interval	es3mate:	point	es1mate	+	margin	of	error		
	
	

x̅		is	a	point	es1mate	for	μ	

x̅	
μ	

The	popula1on	mean		
	is	somewhere	in	here	



Confidence Intervals


A	confidence	interval	for	a	parameter	is	an	interval	
computed	by	a	method	that	will	capture	the	
parameter	a	specified	propor(on	of	(mes		
•  (if	the	sampling	process	were	repeated	many	1mes)		

	
The	success	rate	(propor1on	of	all	samples	whose	
intervals	contain	the	parameter)	is	known	as	the	
confidence	level			



Think ring toss…


Parameter	exists	in	the	ideal	
world	

We	toss	intervals	at	it	

95%	of	those	intervals	capture	
the	parameter				

	(for	a	95%	CI)		

Wits	and	Wagers…	
	



The bootstrap to es4mate  
standard errors 


The	plug-in	principle		



95% Confidence Intervals


If	the	bootstrap	distribu1on	is	~symmetric	we	can	use	
percen1les	to	calculate	a	95%	confidence	interval	

	
	
	

Formulas	also	exist	for	calcula1ng	CIs	
•  SE	of	the	mean	can	be	es1mated	as:	
•  CI	is:				Sta0s0c		±			2	·	SE	

	
	



Ques4on: why is a p-value?


A	p-value	is	the	probability	of	geung	a	sta1s1c	as	or	
more	extreme	than	the	observed	sta1s1c	from	a	null	
model	(null	distribu1on)		



Hypothesis tests in 2 steps


1.	Create	a	distribu1on	showing	what	the	sta1s1c	
would	like	like	if	there	was	no	effect	(H0	=	true)	
•  Null	distribu1on			(distribu1on	if	no	effect)	

2.	Show	that	the	sta1s1c	you	observed	is	unlikely	to	
come	from	this	null	distribu1on		
•  P-value	is:			Pr(S	≥	obs_stat	|H0	)				
•  P-value	is	not:			Pr(H0	|	data)		



Trial metaphor of hypothesis tes4ng


1.	Assume	innocence:	H0	is	true			
•  State	H0	and	HA	

	
2.	Gather	evidence	

•  Calculate	the	observed	sta1s1c	
	
3.	Create	a	distribu1on	of	what	evidence	would	look	like	if	H0	is	true	

•  Null	distribu1on	
	

4.	Assess	the	probability	that	the	observed		
					evidence	would	come	from	the	null	distribu1on	

•  p-value		
	
5.	Make	a	judgement		

•  Assess	whether	the	results	are	sta1s1cally	significant	



Types of hypothesis tests test


Permuta3on	test:	Create	null	distribu1on	simula1ng	
many	random	assignments		
•  1.	Shuffle	the	condi1on	labels	
•  2.	Compute	sta1s1c	on	shuffled	labels	
•  3.	Repeat	many	1mes	to	get	a	null	distribu1on		

Parametric	tests:	based	on	the	fact	that	distribu1on	
of	sta1s1c	is	known		
•  t-tests,	ANOVAs,	chi-squared	tests,	etc...	
•  Less	robust	(based	on	Normal	approxima1ons)	



Visual hypothesis tests


“Visual	hypothesis	tests”	create	visual	plots	of	
randomly	rearranged	points	
•  i.e.,	a	set	of	‘innocent’	plots	where	there	is	no	pa`ern	

	
If	you	can	tell	the	real	data	from	the	plots	of	
randomly	generated	data	this	is	equivalent	to	
rejec1ng	the	null	hypothesis			



Which	plot	shows	the	real	data?		
	

Visual hypothesis tests




Visual hypothesis tests


See	Wickham,	et	al,	2010		



Permuta4on test example: Hypothesis 
tests for comparing two means


Ques3on:	Is	this	pill	effec1ve?		



Experimental design


Take	a	group	of	par1cipant	and	randomly	assign:		
•  Half	to	a	treatment	group	where	they	get	the	pill	

•  Half	in	a	control	group	where	they	get	a	fake	pill	(placebo)	
•  See	if	there	is	more	improvement	in	the	treatment	group	
compared	to	the	control	group	

Par1cipant	pool	

Control	group	Treatment	group	

Random	Assignment	



Hypothesis tests for differences in 
two group means


1.	State	the	null	and	alterna1ve	hypothesis		
•  H0:		μTreatment	=	μControl					or	 	μTreatment	–	μControl		=			0	
•  HA:		μTreatment	>	μControl					or	 	μTreatment	–	μControl		>			0	

	
2.		Calculate	sta1s1c	of	interest	
•  x̅Treatment	-	x̅Control		

3.	What	should	we	do	next…?		



3. Create the null distribu4on!


Reconstructed	par1cipant	pool	data	under	H0	

Shuffled	‘treatment	group’	 Shuffled	‘control	group’	

Shuffle	data	for			
random	assignment	
consistent	with		H0	

Control	group	Treatment	group	

One	null	distribu1on	sta1s1c:			x̅Shuff_Treatment	-	x̅Shuff_control		



Repeat 10,000 4mes


p-value	=	.064	
	

Step	4?		
	



Fisher vs. Neyman


Ques3on:	should	you	report	exact	p-values?	
•  p	<	.05	
•  p	=	.021	

	

Null-hypothesis	significance	tes1ng	(NHST)	is	a	hybrid	of	two	theories:		

•  1.	Significance	tes1ng	of	Ronald	Fisher		

•  2.	Hypothesis	tes1ng	of	Jezy	Neyman	and	Egon	Pearson	

Fisher	(1890-1962)	 Neyman	(1894-1981)	

Neat	fact:	
they	hated	
each	other	



Type I and Type II Errors


Reject	H0		 Do	not	reject	H0		
	

H0		is	true	 Type	I	error		(α)	
(false	posi1ve)	

No	error	

H0		is	false	 No	error	 Type	II	error			(β)	
(false	nega1ve)	





Do reproducible research!


Tools	exist	that	allow	you	to	embed	your	analyses	into	
your	wri`en	reports:		
	

•  R:	R	Markdown	
•  Python/Julia/R:	Jupyter	
•  MATLAB:	Live	Scripts	



John Tukey


“Far	be`er	an	approximate	answer	to	
the	right	ques1on,	which	is	omen	vague,	than	
an	exact	answer	to	the	wrong	ques1on”	
	

-	The	future	of	data	analysis.	Annals	of	Mathema1cal	
Sta1s1cs	33	(1),	(1962),	page	13.	



What is Data Science? 


See	Donoho,	2017	

	



Ques4ons








Interac4ve single neuron analysis 
tutorial…


h`ps://neuraldata.net/spike/	

Created	by	Brooke	FItzgerald	



Are we feeling ok about 
hypothesis tests? 






American	Sta1s1cal	Associa1on’s	Statement	on	p-values		


