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Intracranial recording is an important diagnostic method routinely
used in a number of neurological monitoring scenarios. In recent
years, advancements in such recordings have been extended to in-
clude unit activity of an ensemble of neurons. However, a detailed
functional characterization of excitatory and inhibitory cells has not
been attempted in human neocortex, particularly during the sleep
state. Here, we report that such feature discrimination is possible
from high-density recordings in the neocortex by using 2D multielec-
trode arrays. Successful separation of regular-spiking neurons (or
bursting cells) from fast-spiking cells resulted in well-defined clusters
that each showed unique intrinsic firing properties. The high density
of the array, which allowed recording from a large number of cells
(up to 90), helped us to identify apparent monosynaptic connections,
confirming the excitatory and inhibitory nature of regular-spiking
and fast-spiking cells, thus categorized as putative pyramidal cells
and interneurons, respectively. Finally, we investigated the dynamics
of correlations within each class. A marked exponential decay with
distance was observed in the case of excitatory but not for inhibitory
cells. Although the amplitude of that decline depended on the time-
scale at which the correlations were computed, the spatial constant
did not. Furthermore, this spatial constant is compatible with the
typical size of human columnar organization. These findings provide
a detailed characterization of neuronal activity, functional connectiv-
ity at the microcircuit level, and the interplay of excitation and
inhibition in the human neocortex.

spontaneous activity | ensemble recordings | single unit |
functional dynamics

rom columnar microcircuits (1-3) to higher-order neuronal

functional units, neocortical dynamics are characterized by
a large range of spatial and temporal scales (4, 5). Recent technical
improvements have allowed the nature of these dynamics in the
human brain to be directly explored: Single-neuron activity in
conjunction with local field potentials (LFPs) can be detected from
the cerebral cortex and hippocampus in the course of intense
monitoring of brain activity before surgical treatment of epileptic
foci (6). Modern electrode systems provide the possibility of ex-
tracellular recordings of neuronal ensembles by using either
microwires (7) or high-density microelectrode arrays (8, 9). Prior
efforts have demonstrated excellent recordings of single-neuron
activity in human cerebral cortex (10-12).

Separation of units between “regular-spiking” (RS) and “fast-
spiking” (FS) neurons, presumably excitatory (pyramidal) and in-
hibitory (interneuron) cells, respectively, is commonly practiced in
animal experiments. In the neocortex of various mammalian spe-
cies, RS and FS cells can be reliably separated based on spike
waveform, duration, and firing rates (13, 14). Similar criteria were
also used to successfully separate units into putative pyramidal
(Pyr) cells and inhibitory interneurons (Int) in human hippocampus
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(15). Two recent studies have used morphological features to dis-
tinguish between these two classes of neurons (16, 17). However,
the network interaction between these types of morphofunctional
discriminated units has still largely not been investigated. Neuronal
correlations have been shown to decay with space in primary visual
cortex, possibly caused by the highly structured nature of inputs
(18). In parallel, it has been shown that, in the rodent hippocampus,
at the top of cortical processing, such an effect of distance on
neuronal correlations was also present and was different for ex-
citatory and inhibitory cells (19).

The 2D high-density recordings of human neuronal activity
offer a unique opportunity to study the spatiotemporal dynamics
of excitation and inhibition in the neocortical network (16, 17, 20).
In the present paper, we successfully categorize the extracellularly
recorded units into RS and FS during sleep and show their pu-
tative excitatory or inhibitory nature based on monosynaptic
connections. We also provide evidence for distinctive network
dynamics for each category of these neurons during drowsiness
and sleep spontaneous activity.

Results

Separation of RS and FS Cells. A sample recording of intracranial
EEG, LFP, and unit recordings from the microelectrode array is
shown in Fig. 1. The firing of excitatory and inhibitory cells was
strongly correlated (Fig. 1C). By using standard methods (13, 14),
those two cell types were discriminated on the basis of their action
potential waveforms (SI Materials and Methods). The waveform
half widths and valley-to-peak distributions exhibited two auto-
matically detected well-defined clusters (Fig. 2 A and B). Other
waveform features can be used and yielded the same separation
(Fig. S1 B and C). Each cluster showed a distinct spike waveform
(Fig. 2C): A short, fast-decaying action potential represents pu-
tative FS and GABAergic cells; a large and slower one depicts
putative RS and glutamatergic neurons. A total of 190 RS and 46
FS cells were discriminated from three patients (four recording
sessions). This ratio amounts to an 80% excitatory and 20% in-
hibitory distribution of cells.

This morphological clustering was validated by distinctive cell-
intrinsic properties. The average firing rates showed remarkable
separation between the two groups, with FS firing at higher rates
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Fig. 1. (A) Localization of subdural electrodes (S/ Materials and Methods) and
the NeuroPort electrode array (gray square in Inset). (B) Green traces show
electrocorticogram (EcoG) of the four closest contacts to the microelectrode.
LFP recorded from the NeuroPort is plotted in black. Raster plot shows the
pooled firing of inhibitory (red) vs. excitatory (blue) cells for this period of slow-
wave sleep. Histogram shows normalized neuronal firing rate for the two
groups of cells in 200-ms time bins. (C) Total spikes by RS and FS cells in successive
200-ms bins, plotted against each-other (same epoch as in B).

(Fig. 2D, P < 107'°, one-way ANOVA). Both firing-rate distri-
butions had a Gaussian-like shape in logarithmic x coordinates
(Fig. 2D); therefore, firing rates can be estimated as being drawn
from log-normal distribution for both cell types. FS firing rate was
on average five times higher than RS cell firing rate was, which,
interestingly, is comparable to the ratio of discriminated FS and
RS cells in the whole dataset.

Coefficients of variation [the ratio of the SD to the mean of the
interspike interval (ISI) distribution] were also significantly dif-
ferent for the two cell groups (Fig. 2E, P < 0.01, one-way
ANOVA). Furthermore, cells could be also segregated based on
their autocorrelogram (Fig. 2F): Int are known to have long re-
fractory periods and show a slow rising autocorrelation. On the
other hand, RS cells show sharp autocorrelograms, reflecting
their shorter refractory period and their tendency to fire in bursts.
The distributions of the modes (i.e., time of maximal values in the
autocorrelogram) were highly distinct (Fig. 2G).

Finally, isolated neurons were tested for their burstiness. The
histograms of the ISIs were sometimes characterized by a clear
bimodality, especially when the logarithm of the ISI was consid-
ered (Fig. 2H, Left and Center). Cells were classified as bursty
when they passed the significance level of a bootstrap-based test
for bimodality (21). As displayed in Fig. 2H, of the population that
did not have FS morphological characteristics, 64% expressed
bursting behavior. Only 2% of FS (that is only one cell in the
whole dataset) showed such properties.

Putative Monosynaptic Connections. Analysis of cross-correlograms
between pairs of units allows the characterization of putative
monosynaptic connections (13): Positive, short-latency peaks (<4
ms) are the sign of a biased tendency of the reference cell A firing
just before the other cell (B) at above chance level, which would
thus be the functional signature of an excitatory monosynaptic
connection from cell A to cell B. Conversely, a gap in the cross-
correlograms indicates an inhibitory monosynaptic connection. The

1732 | www.pnas.org/cgi/doi/10.1073/pnas.1109895109

A Valley-to-Peak
—

@)

Normalized voltage
o

half Peak Width

0.8

o
)

Valley-to-Peak (ms)
I
~

<
[N}

g

0 051 1. 0.4 0.6 0.8
Time (ms) half Peak Width (ms)

D s

—_ N2

S ES

> 2

B 4 &

2> [

Z 2

g o

<}

Q

o

102 107 1

1
Firing Rate (Hz)

10!

E
ol i
DI
FS RS 2 ?
0 FS RS
40 60

F G
0.8 9
k] ol
© 06 2
3 3
N
g 04 £
£ 2
202 S
g
0 -50 0 50 00 20

Timelag (ms) Auto-correlation peak (ms)

AP count (x10?)
N »
AP count (x10°)
= N
Percentage of
bursting cells
N S (2]
o o o o

-2 2 -2 12

'n
%]
Py
2]

110 1
1SI (s) IS (s)

Fig. 2. Separation of FS and RS cells based on spike waveform. (A) Valley-to-
peak and half-peak widths were the two parameters chosen to describe spike
waveforms. (B) Each cell’s average waveform is represented in the 2D space
of the previous two parameters. The two clusters were identified with a k-
means algorithm representing in red FS and in blue RS cells. (C) Average spike
waveform for the two groups. Shading represents SD. (D) Probability density
of firing rates for the two groups. (/Inset) Average + SEM. (E) Box plot in-
dicating interquartile distribution of coefficients of variation (CV) of ISls. (F)
Average autocorrelogram normalized to maximum for each group. (G) Dis-
tribution of autocorrelogram modes (time of maximum peak) for each
group. (H) Distribution of ISIs for an example RS cell (Left) and an FS cell
(Center). The gray part of the distribution indicates the ISI categorized as
bursts. (Right) Percentage of cells classified as bursty for each cell type. AP,
action potentials. In D and G, the density probabilities were computed from
kernel-smoothing density estimates of the actual data and displayed such
that the sum over the whole displayed interval is equal to 100 for each group.

expected cross-correlogram for two unrelated cells was obtained by
jittering each pair of spike trains and by computing the 99% con-
fidence interval (SI Materials and Methods). Cell pairs showing an
excess of biased spikes occurring above this threshold were cate-
gorized as monosynaptically connected. Fig. 34 shows an example
of a reciprocally connected putative Pyr/Int pair. Occasionally,
some Pyr cells excited another target cells without any significant
reciprocal connection (Fig. 3B).

The excitatory or inhibitory nature of the postsynaptic effect
from the efferent cells was remarkably matched to their spike
waveform characteristics (Fig. 3C). This association of synaptic
effects with action potential waveforms significantly differed from
chance (x> = 33.6, df = 2, P < 0.0001) and provides converging
evidence for the validity of the morphofunctional dichotomy
within the network.
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Fig. 3. Putative monosynaptic connections reflect neuronal type. (A) Cross-
correlogram (Lower, referenced to firing by the putative Int) implies reciprocal
monosynaptic interactions between an FS Int and an RS Pyr cell identified by
their autocorrelograms (y-axis display rate in Hz) and spike waveforms (Upper
Left and Upper Right, respectively). The large peak in the cross-correlogram
indicates that the putative Pyr cell is systematically firing ~2 ms before the
putative FS Int. Conversely, the decreased firing for 4 ms after the putative Int
firing suggests that it inhibits the putative Pyr cell. Dashed green lines show the
99% confidence interval from jittered spike trains. (B) In this example a putative
Pyr cell (reference of the cross-correlogram) tended to excite a putative Int at
a latency of ~3 ms. In A and B, cells were recorded on the same electrodes;
because of the nature of spike detection, the central values of the cross-corre-
lograms are thus null. (C) The sign and strength of the putative monosynaptic
connections were matched to the spike’s average waveform. Small dots, all
neurons; large dots, identified cell that appeared to monosynaptically affect
another cell. Color code for sign (blue, excitation; red, inhibition) and strength
(dark, weak; light, strong) of the connection. (D) Total number of synaptic
connections between pairs of cells recorded by the same first- or second-
neighbor electrodes.

The monosynaptic connectivity matrix was typically sparse. In the
dataset, only 0.17% of the possible connections (28 of 16,932)
showed a significant monosynaptic effect in the cross-correlograms.
This result was not different for postsynaptic excitation and in-
hibition (respectively, 0.16% and 0.19% of the total numbers of
possible postsynaptic contacts from Pyr or Int cells; P > 0.05, bi-
nomial test). Monosynaptic contacts were almost entirely local,
76% (16 of 21) of excitatory effects, and the totality of inhibitory
ones was confined to pairs recorded on the same electrode (Fig.
3D); 5.65% of the possible contacts on pairs from same electrode
showed a significant bias in the cross-correlograms. Based on this
functional categorization, throughout the rest of the paper, we in-
terchangeably use FS, inhibitory, and Int. Similarly, we do the same
for RS, excitatory, and Pyr.

Spatiotemporal Dynamics of Cell Interaction. To investigate the in-
teraction at the maximum possible spatial scale (i.e., ~4 mm), we
correlated the binned spike trains at various timescales. This ap-
proach provides a spatiotemporal view of cell-cell interaction,
mono- or polysynaptically. Fig. 4, Center Upper and Right shows
the strength of the absolute correlation between one example Pyr
cell and all other Pyr cells: The strength of the correlation between
Pyr cells seems to decrease with distance. The absolute Pearson’s
correlation coefficients were directly related to peak or trough in
the cell’s cross-correlograms for different randomly chosen Pyr
cells (Fig. 4, Right) in reference to the spike trains of the example
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Fig. 4. Spatial distribution of cell—cell interactions in an example 2D recording
session. (Center Upper) Correlation values of one putative Pyr cell with all
others. Color codes for the absolute value of Pearson’s correlation (calculated
for 50-ms bins), with black indicating low correlation and copper indicating
high. (Right) Randomly chosen cross-correlograms between the reference cell
and nine others sorted by correlation values. The y axis displays instantaneous
rates of target cells. (Center Lower) Correlations between one putative Int and
all others. (Left) Sample Int-Int cross-correlograms.

cell from Fig. 4, Center Upper. Conversely, for Int (Fig. 4, Center
Lower and Left), the correlation between cell pairs appeared to be
independent of the distance separating the two cells. Also, unlike
for Pyr cells, the degree of modulation of the cross-correlograms
did not appear to be related to the size of Pearson’s correlation,
possibly because of the dependence of correlation coefficients on
cell-intrinsic firing rates (22).

To further analyze the relationship between correlation and
spatial arrangement of the cells, all of the cell pairs from the
datasets were pooled together, and the absolute coefficients of
correlation, computed with 50-ms time bins, were plotted as
a function of interelectrode distance (Fig. 54). To remove bias
caused by firing-rate inhomogeneity in correlation values and to
render Pyr—Pyr correlation coefficients comparable to those of Int
pairs, correlations were then normalized by the geometric mean of
each cell pair’s average firing rates (22). Furthermore, to avoid
experiment-dependent spurious covariation, which may, for ex-
ample, arise from electrode drift, a local version of correlation was
used (SI Materials and Methods). This analysis revealed that, first,
the correlation between cell pairs recorded from the same elec-
trode depended on their connectivity: As expected, putative
monosynaptically connected pairs—whatever the nature of the
synapse(s)—showed significantly higher absolute correlation than
did nonconnected pairs (Fig. S2), revealing fine-scale structure in
local microcircuits. Second, at the level of the whole recording
matrix, the cell pairs were divided in two categories: putative in-
hibitory Int pairs (designated as the I-I group) and excitatory Pyr
pairs (E-E group). Because of the improbability of an equal sam-
pling ratio of the recorded Int and Pyr cells to the existent cells in
the examined tissue, the E-I comparison does not hold the same
validity as do E-E and I-I comparisons of correlation and therefore
is not reported here. The linear regression between absolute cor-
relations and distance between recording sites showed a negative
slope for both groups but was significant only for the E-E group.
Furthermore, when the same analysis was carried out for different
time bin sizes (Fig. 5B and Fig. S3), the negative slope of the linear
regression was significant (P < 0.05, Pearson’s correlation test)
across all timescales for the E-E group, but not for the I-I group.
To ensure that the oversampling of Pyr cells compared with Int did
not yield the difference in the significance levels, the number of Pyr
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Fig. 5. Relation of firing correlation to distance between cells. (4) Normalized
coefficients of correlations were plotted against the distance between the two
cells in each pair of putative Int (-1 correlations, Left) and putative Pyr (E-E
correlations, Right) cells computed on time bins of 50 ms. Only the E-E group
shows a significant linear regression (red and blue lines). (B) Correlation values
of linear regressions for different time bins. Shaded areas indicate the 95%
confidence interval (Fisher method). Numbers of cell pairs are indicated for the
two populations. (C) Same as in A but normalized correlation coefficients were
averaged over 0.8-mm spatial intervals. For E-E connections, the decay is well
fitted with an exponential. (D) Strength and extent of spatial modulation of E—
E correlations relative to the time bin width. Strength of spatial modulation is
estimated with the dimensionless quantity «/B. Green intensity codes for spa-
tial extent of the modulation (1). (Inset) Values (y axis) of the fitting param-
eters f (solid line) and « (dotted line) in function of time bin length (x axis). (E)
Same as in B but in different wake/sleep states. Analyses were restricted to cells
with mean firing rate > 0.3 Hz in each particular state, resulting in the dif-
ferent numbers of cell pairs as indicated.

pairs was down-sampled to match the number of Int pairs and
bootstrapped. The correlation between neuronal pairwise correla-
tion and distance remained significantly lower than 0 for time bins
smaller than 200 ms (Fig. S4).

Next, the correlation values were averaged in equally spaced
0.8-mm intervals of interelectrode distance (Fig. 5C). The rela-
tionship between correlation and spatial distance was approxi-
mately flat in the I-I group, thus confirming the lack of a sig-
nificant relationship. The E-E correlations decayed with distance
and were well fit with a three-parameter exponential (Fig. 5D).
The fitting parameters can be reduced to two meaningful values:
the spatial extent of the exponential A and the relative (dimen-
sionless) amplitude modulation k/p that quantifies the amplitude
of the decay relatively to the baseline. k/f decreased monotoni-
cally with time bin widths, whereas the spatial constant A was more
or less constant, with an average value of ~1 mm. Notice that such
decay did not sustain for time bins longer than 2 s (the two far
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right points in Fig. 5D). This decay resulted from a monotonic
increase in the baseline correlation p and from a decrease of the
exponential amplitude x (Fig. 5D, Inset; values diverged for time
bins longer than 2 s). Similar results were yielded for nonnor-
malized coefficients of correlation (Fig. S5).

State-Dependent Long-Range Correlation. Finally, we investigated
the difference in spatial correlation between different states (Fig.
SE). Clear periods of light and deep non-rapid eye movement
(NREM) sleep were detected in addition to wake/drowsiness
epochs in two of the three patients (three recording sessions,
representing 87% of the total discriminated cells in the analysis).
The rapid eye movement (REM) episodes were brief, if detect-
able at all. For Int pairs, the linear regression between neuronal
pairwise correlation and distance was never different from 0. For
Pyr pairs, this correlation was highly significant for wake/drowsi-
ness and light NREM over almost all tested time bin sizes. During
deep NREM, the correlation was smaller for the different time
bins but was still significant, or very close to significance, for
most comparisons.

Discussion

The present paper reports a detailed quantitative analysis of the
dynamics of excitation and inhibition in the human neocortex
during overnight sleep. In particular, using massive cell recordings
we have shown (i) robust morphological (extracellular waveform
features) discrimination of putative cortical excitatory and in-
hibitory neurons; (ii) in vivo evidence of functional monosynaptic
connections in the human neocortex; (iif) functional behavior of
inhibitory and excitatory cells during human sleep; (iv) distinctive
spatiotemporal patterns of Pyr—Pyr and Int-Int assembly inter-
actions; and (v) detailed quantification of corticocortical corre-
lations. Hence, this paper provides a unique insight to the
dynamics of human neocortical microcircuits.

Separating Excitation from Inhibition. Different attempts were
carried out recently to distinguish between putative Int and Pyr
cells, for example, in the hippocampal formation (23). In non-
primates, the separation between the two populations on the basis
of extracellular features is now generally accepted (13, 14). In this
paper, human neocortical cell recordings were clustered on their
extracellular waveforms. The two parameters describing wave-
form morphology formed well-defined clusters that were captured
by standard algorithms (Fig. 2 and Fig. S1A). First, despite the
a priori higher probability to detect the high-amplitude spikes
from large Pyr cells, the overall proportion of cells in each group
(80% Pyr and 20% Int) was consistent with the known ratio be-
tween Pyr and Int cells in the neocortex (24). In other words,
a random sampling with extracellular electrodes gives rise to the
expected distribution of cell types, thus indicating that they are
both detectable with sufficient reliability. Second, this segregation
was consistent over several other cell-intrinsic parameters, such as
firing rates (higher for FS Int) or the high tendency of the Pyr cells
to burst (Fig. 2).

As supplementary evidence of separation between Int and Pyr
cells, we analyzed the potential monosynaptic interactions be-
tween cell pairs and categorized them as excitatory or inhibitory.
The distribution of cells’ postsynaptic effects perfectly matched
the clustering of excitatory and inhibitory cells based on their
extracellular features (Fig. 3).

Overall firing rates were surprisingly low, <0.5 Hz for the RS
cells and ~2 Hz for the FS cells. However, using long-lasting
recordings allowed us to reliably isolate the cells’ spikes during
cluster-cutting procedures, even if those were sometimes very
rare, whereas those low firing-rate cells could have been dis-
regarded in other situations. This low firing rate may relate to the
recordings being in superficial layers because animal studies have
demonstrated that many of these neurons have lower firing rates
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than in the deep layers (25). It is also consistent with other
recordings in human neocortex (11) and may reflect fundamental
metabolic constraints in large brains (26).

Theoretical studies have emphasized that, in a sparsely con-
nected network, the seemingly irregular firing of cells could be
the consequence of the balance between excitation and inhibition
(27-29). Similarly, intracellular recordings have revealed a bal-
ance between excitatory and inhibitory conductance both in vitro
(30) and in vivo (31), they and even shown a possible excess of
inhibition in vivo (32). However, inhibitory cells are four to five
times less common than excitatory cells, as are the number of
synapses they form onto postsynaptic targets (24). Although direct
demonstration of balanced excitation and inhibition requires in-
tracellular recordings, our extracellular analysis provides indirect
evidence in favor of such a balance. First, the average firing rate of
Int was five times higher than that of Pyr cells (Fig. 2), which is the
same ratio as the total number of cells from each type. Second, it
has been shown theoretically that balanced networks exhibit
a heavy-tailed, wide range of firing rates (27), which was found to
be the case for the human neurons recorded here, where, for both
Pyr and Int, the firing rates were log-normally distributed (Fig. 2).

Spatiotemporal Extent of Neuronal Interrelationships. The inter-
action between neocortical neurons takes place at different spa-
tiotemporal scales, and this paper sheds light on such interactions
in human neocortex. We found that the short-latency mono-
synaptic effects from spike-train cross-correlograms were con-
fined to the same or very proximal electrodes (Fig. 3D), in
agreement with the rapid decrement with distance of synaptic
contact probability (24, 33). The extent of monosynaptic contacts
in local circuits is still a subject of debate (1, 2, 24, 33), and it is
important to bear in mind that spike-train correlation analysis
(33) is likely to underestimate the number of actual contacts be-
cause it is based only on suprathreshold activity from pre- and
postsynaptic neurons.

The connected cells showed higher long-timescale correlations
than the cells recorded from the same electrodes without any de-
tectable synaptic contact (Fig. S2). This finding suggests that con-
nected units tend to participate in the same cell assemblies (34) and
echoes the recent findings that suggest that those units are more
likely to receive common inputs within the cortical column (1).

We also found that the binned spike-train correlations showed
spatial dependence only for excitatory cell pairs, whereas in-
hibitory cell pairs were as much correlated with both proximal
and distal electrodes over the 4-mm extent of the array. For the
Pyr cell pairs, the modulation of the spatial extent decreased with
the timescale at which correlations were computed; however, the
spatial constant of this decay (~1 mm) was approximately the
same, independent of the timescale (Fig. 5 and Fig. S3).

These results have strong implications for our understanding of
cortical network dynamics. First, the neuronal activity of Pyr cells
remains coherent on a scale corresponding to the spatial extent of
the axonal arborization in superficial layers. This is also the same
spatial extent of a typical “hyper-columnar” organization of hu-
man neocortex (24), robustly described in primary sensory cortices
and less in higher-order areas such as the temporal neocortex.
Second, the correlations tended to equalize, as measured by the
spatial-modulation factor, for longer timescales. This is a known
result from neocortical LFPs that shows high spatial correlation
over a large proportion of the network during slow wave activity
(5, 35) (characterized by long-timescale dynamics) compared with
low spatial correlation during states dominated by short timescales
exhibiting desynchronized, low-amplitude, and fast oscillations

1. Yoshimura Y, Dantzker JLM, Callaway EM (2005) Excitatory cortical neurons form
fine-scale functional networks. Nature 433:868-873.

2. Song S, Sjostrom PJ, Reigl M, Nelson S, Chklovskii DB (2005) Highly nonrandom fea-
tures of synaptic connectivity in local cortical circuits. PLoS Biol 3:e68.
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(36). Accordingly, when the relationship between Pyr pairwise
correlations and distance was investigated separately for the dif-
ferent wake/sleep states, the main difference was the decrease of
this relationship during deep NREM sleep, although still signifi-
cant (Fig. 5E), presumably because of the widespread entrainment
of neuronal activity by slow/d oscillations.

Conversely, the large spatial extent of interneuronal correla-
tions could be caused by common subcortical inputs over large
neocortical areas impinging directly onto GABAergic cells, as can
be the case for thalamocortical (37, 38) projections. In addition,
the highly complex distribution of interneuronal connectivity, with
some cells contacting very distant areas, could produce large-scale
synchronization of the inhibitory network (39).

Itis important to keep in mind that these recordings were made in
epileptic patients, and, although the present analyses were done in
periods of activity devoid of seizures or activity on either the mi-
croelectrode array or any subdural electrode, we cannot eliminate
the possibility that some of our results may reflect a pathological
rearrangement of neuronal numbers and/or interconnections.

The current results suggest that neocortical principal cells may
be organized into coherent firing units, or cell assemblies, mainly
on the basis of local excitatory interactions (~1 mm). In parallel,
the inhibitory network maintains coherent activity over much
larger distances (>4 mm). The role of such large-scale synchro-
nized inhibition should be investigated by future studies. These
results constitute an initial step toward understanding the dy-
namic and functional microarchitecture of human neocortical
circuits, characterized by spatiotemporal interactions spanning
several orders of magnitude.

Overall, this paper not only extends the prior work reported in
animals to the human cortex but also tackles it with an exhaustive
quantification that can be verified in future studies (in animals as
well as in humans) and will prove useful in the interpretation of
the many studies, published and underway, that explore the
details of human single neurons during cognition, sleep, seizures,
and a wide range of other situations.

Materials and Methods

Recordings were made from three patients (ages 21, 24, and 52 y; two women
and one man). All patients had focal epilepsy arising from differing causes:
a cortical dysplasia, a glioneural tumor, or postencephalitic cortical gliosis and
hippocampal sclerosis as confirmed by postoperative histology. The NeuroPort
electrode array, 1 mm in length, was placed in layers II/lll of the middle temporal
gyrus in all three patients. This array is silicon-based, made up of 96 micro-
electrodes with 400-um spacing, covering an area of 4 x 4 mm (40). A total of
four nights of natural sleep were examined (one night for two of the patients,
two nights for the other patient). Data were sampled at 30 kHz (Blackrock
Microsystems). The implantation site was included in the therapeutic resection
in all patients. Recordings were made in 40-min segments, which were con-
catenated over a given night for spike sorting. Single units were discriminated
by using standard clustering methods (S/ Materials and Methods). On average,
57% (£12%) of the electrodes showed visible neuronal activity, including
electrodes that were not possible to cluster: Individual cells were isolated from
75% (+14%) of these electrodes. On average, 1.39 (+0.26) neurons were dis-
criminated from each electrode where at least one neuron was isolated.
See SI Materials and Methods for further details.
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